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Overview
1. Why should I evaluate my models?

2. Toolbox:

a. Power analysis (anything)

b. Residual analysis (LM and GLM)

c. AIC, BIC (any models built on same data)

d. Confusion matrix (binary outcome variable)

e. Cross validation, k-fold validation, out-of-bag/in-bag (just about anything)

3. Discussion: how will you evaluate your model(s)?



Why should I evaluate my models?

● Models are approximations of 
reality

● In a frequentist framework, the 
phenomenon can be perfectly 
described by a single model

● We can only estimate that perfect 
model

● We need to know how good/bad of 
a job we are doing!



Goodness of fit vs. complexity

● Goodness of fit and complexity are two concepts we use to compare 
models

○ Goodness of fit describes how well the model fits the data (i.e., how small are the residuals?)

○ Complexity describes how many parameters are in the model

● We want models with high goodness of fit and low complexity

● This is hard
○ Its a trade-off

○ Bias vs. variance

● Tests/metrics used to compare models must take into account both

Occam's razor
anything not
necessaryshould
notbeincluded
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Inherent bias and model validation

● We all have internal biases which may affect our model

○ What variables you choose to include/exclude

○ What likelihood you select based on previous experience

○ Selecting a model type with a low computational cost
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Inherent bias and model validation

● We all have internal biases which may affect our model

○ What variables you choose to include/exclude

○ What likelihood you select based on previous experience

○ Selecting a model type with a low computational cost

● Every single piece of your model should be validated using model comparison!

○ Parameters

○ Likelihoods

○ Tuning parameters

○ ANYTHING!

● Every question can be turned into a hypothesis test by comparing to a null or full model



Null and full models

Example: I want to know what environmental 
parameters predict the proportion of red vs. blue 
flowers in a field

I measure:

● Rain
● Temperature
● Wind
● Soil composition



Null and full models

I hypothesize that rain and temperature are the most important 

predictors, but I need to validate my choice. 

I can create a null and a full model to compare against!

Full model: proportion red flowers ~ rain + temperature + wind + soil 

Null model: proportion red flowers ~ 1

My model: proportion red flowers ~ rain + temperature

00includesallvariables

nd variables onlyestimate
the mean



Null and full models

Full model: proportion red flowers ~ rain + temperature + wind + soil 

Null model: proportion red flowers ~ 1

My model: proportion red flowers ~ rain + temperature

I can calculate a statistic or metric for each model, and see which 

gets the best score. 

This would provide evidence for which model is the best.
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Model Evaluation and Comparison Toolbox

● Lots of ways to validate a model

● Some methods only work for certain models

○ Not every tool works for problem!

OK
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Model Evaluation and Comparison Toolbox

● Lots of ways to validate a model

● Some methods only work for certain models

○ Not every tool works for problem!

● My rule of thumb: use all appropriate methods, 
compare and see if they all pick the same 
model

○ If they don’t, think about why - can reveal 
new insights

● My goal today: show you all the tools, when to 
use them, and how to interpret them



Toolbox: Power Analysis

Statistical power: the probability that the 
test correctly rejects the null hypothesis

● Low statistical power: large risk of 
Type II error i.e. false negative

● High statistical power: small risk of 
Type II error 
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Toolbox: Power Analysis

Statistical power: the probability that the 
test correctly rejects the null hypothesis

● Low statistical power: large risk of 
Type II error i.e. false negative

● High statistical power: small risk of 
Type II error 

Power is determined by the relationship 
between:

● Effect size (magnitude of difference 
between the means)

● Variability (how much variance 
there is within each sample and 
between samples)



Toolbox: Power Analysis

Power analysis tells us how to get the level of power we desire, or what our power actually is

● Can be done before the experiment to determine sample size

○ For a given difference in means, for a given value of standard deviation

○ But, we need to know the variability, which can be hard

● Can be done after the experiment (post-hoc) to determine the power of the test

○ Often done if the result was not significant, to make sure this wasn’t just a result of small 
sample size

○ If the null result is “desired”, can be used to show that null results are valid and not just due to 
sample size

Useful for model evaluation! How do you know that you results aren’t just because your sample size was 
too small?



Toolbox: Power Analysis

Power has four related parts:

1. Effect size: the magnitude of the result in the population

2. Sample size: how many observations in the sample, n

3. Significance level α: the level at which you will run the test (type 1 error prob)

4. Statistical power β: the probability of correctly rejecting a false null

For every statistical test and model, there exists a formula to calculate any one of 
these four values given the other three.

for the model

given
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Toolbox: Residual Analysis

Residuals are the difference between 
the model estimates and the actual data

They can tell you about the bias and 
variance (goodness of fit and 
complexity) of your model

Residuals for a linear model are simple; 
residuals for a GLM get more tricky

Éerror in the model
measurement error
model error
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Toolbox: Residual Analysisresidualsam object
E

i Aman

Illia É xxx
D

i



Toolbox: Residual Analysis

Visualizing linear model residuals is a good way to check that you are meeting 
the assumptions of your model

In R: plot(lm.object)

Assumptions of a linear model:

1. Random, independent data (can’t check)
2. Equal variances
3. Normal distribution of the residuals



Toolbox: Residual Analysis
Assumptions of a linear model:

1. Random, independent data (can’t check)
2. Equal variances
3. Normal distribution of the residuals

plot
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Toolbox: Residual AnalysisI
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Toolbox: Residual Analysis

Summarizing linear model residuals:

● R2: the proportion of variance in the data as explained 
by the model

○ “My model has an R2 of .35, therefore, my model explains 
35% of the variance in my data”

○ Adjusted R2: no direct interpretation, takes into account 
number of parameters, suggested not to use

● F ratio: a statistical test to see if one model explains 
more variance than the other

Both are given in summary(lm.object) output in R!

7 2220.5

I



Toolbox: Residual Analysis

GLM Residuals
● For each distribution, residuals will 

look different

● Best plan of action: 
○ simulate fake data from the model (use 

predict() in R) and visualize residuals

○ If your model fits well, your real 
residuals should look like the simulated 
ones

● GLM variations of R2 exist for some 
distributions, but not all

binomial

poison

neg binomial



Toolbox: AIC, BIC

Akaike’s Information Criterion and Bayes’ Information Criterion

● Works for any models, as long as they are built using the same data

● Build as many models (on the same data) as you like, and compare to see 
who has the lowest AIC and BIC!

● Based on the likelihood: given the model, how likely is it that the data came 
from it?

○ i.e., if your model was the “truth”, how well do the data fit it?

tatum's favorite



Toolbox: AIC, BIC

● AIC: Akaike’s Information Criterion
○ Gives a score for how good the model fits the data, penalized by how many parameters are 

in the models
○ The lower the score, the better
○

● BIC: Bayes’ Information Criterion
○ Same as AIC but with a larger penalty for more parameters All
more conservative Bltpick simpler models
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Toolbox: Confusion Matrix

That is a confusion matrix ->

● AKA error matrix

● Type of contingency table

● “Agreement between two 
raters”



Toolbox: Confusion Matrix

That is a confusion matrix ->

● Useful for classification models

○ logistic regression

○ multinomial outcome regression

○ Many types of machine learning



Toolbox: Confusion Matrix
Can calculate many informative metrics:

● Accuracy, sensitivity, specificity…



Toolbox: Confusion Matrix

Some metrics you can calculate:

● Accuracy (ACC)

● Sensitivity (SEN, true positive rate, power)

● Specificity  (SPC, true negative rate) 

I is perfect



Toolbox: Confusion Matrix

Cohen’s Kappa

● Ranges -1 to 1

○ 0 is random chance, 1 is perfect agreement, -1 is perfect 
disagreement

● A nice way to summarize the confusion matrix

● In R, you can generate a confusion matrix and then 
use a single command to calculate and interpret 
kappa (including a p-value!)



Toolbox: Confusion Matrix

BUT WAIT! Logistic regression doesn’t give 0s and 1s as predicted values… it 
gives probabilities

● What probability should count as a 1 or a 0?
● What is the threshold?



Toolbox: Confusion Matrix

BUT WAIT! Logistic regression doesn’t give 0s and 1s as predicted values… it 
gives probabilities

● What probability should count as a 1 or a 0?
● What is the threshold?

Calculate the metrics over a range of thresholds and compare the results. 
optimal.thresholds() can help 

Often, a threshold which maximizes accuracy, sensitivity, or specificity is chosen.

0.5

0.12 0.89



Toolbox: Confusion Matrix

What if I don’t want to pick a threshold?

Area Under the Curve of the Receiver 
Operator Curve (AUC of the ROC)

● 1= perfect classifier
● 0.5 = random classifier

Package pROC is great for this
Auc 070 width



Toolbox: Cross-validation

Cross-validation is a tool to validate your model using another set of data

● Train data: the data you use to build your model (in-bag)
● Test data: data you test the performance of your model with (out-of-bag)

If your model is good, it should be able to accurately predict new data

If the predicted data is very similar to the test data, then you probably have a 
good model



Toolbox: Cross-validation

Two types of test data:

● Data that were withheld during initial analysis

○ Usually save ~20% of dataset for test data

○ But if your training data have biases, so your model has biases, you 
won’t detect them



Toolbox: Cross-validation

Two types of test data:

● Data that were withheld during initial analysis

○ Usually save ~20% of dataset for test data

○ But if your training data have biases, so your model has biases, you 
won’t detect them

● Data that were independently collected

○ Very hard to find

○ Can help find biases in training data



Toolbox: Cross-validation

How to:

1. Get predictions for your model (use function predict())

2. Analyze:

a. Which data points does the model predict well?

b. Which data are poorly predicted?

train t test



Toolbox: Cross-validation

K-fold cross-validation is useful when you don’t have independent data

● Training data is split into K folds (blocks) and each fold is use to train and 
test the model

● Can calculate a model evaluation metric for each of K models and average 
them to better understand your model

● Can see which models perform better or worse

I data point per fold



Toolbox: Cross-validation

K-fold cross-validation is useful when you don’t have independent data

How to:

1. Select a metric to validate your model (not AIC or BIC!)

2. Split data into K blocks (folds), as few as one point per block

3. Train the model on each fold of data, and calculate K metrics for K models

There are some R packages that will do this for you - depends on your model type



Discussion

Take 3 minutes to write down:

1. Questions you have on today’s lecture

2. What tools do you think you can use to evaluate your model?

3. Do you foresee any model evaluation issues?

Then, we will discuss!


